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Title: Monitoring Using SolarWinds

Purpose: SolarWinds Network Performance Manager, or “SolarWinds,” is a network
monitoring software that facilitates quick detection, diagnosis and resolution of network
performance issues and outages.

Instructions:

1. To access SolarWinds you must be on the network. Open any Internet browser
and go to <<url>>. Enter your login credentials.

o4
solarwinds 7

admin

Enter domain\username o usermname{@domain for

2. The homepage should look like the image below.
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3. SolarWinds monitors all network equipment, all VDI's and all approved vServers
and their processes. In the All Groups section of the homepage, a green bubble
on a folder indicates all services in the folder are up and running.

All Groups

H -:H _. Network
B -.severs
& 8 TechRef
8 vDIs

4. The All Nodes section of the homepage contains all monitored services and
equipment. This is the section to view to see if something is in a down state. As
with All Groups, green means all nodes in that particular category are in an up
state. Yellow indicates there are one or more issues with the node(s). Expand a
category by clicking on the “+" sign. It will display all the up nodes with a green
bubble and all the nodes with issues with a red bubble. You can further expand
ared bubble to see what nodes are having issues or if it is completely down.
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5. To verify if a node is currently down, click on the node which is indicated as
down. The details of the node will be displayed. If it is down, ping or SSH the
server to verify that it is still down. This is necessary because there may be some
time delay since SolarWinds does its polling at a certain time interval. If the server
is confirmed down, a Remedy ticket needs to be opened and assigned to the

appropriate group to resolve.
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6. The Event Summary list on the homepage displays the number of occurrences of
each status type including up, down and warring, according to the following
color code:

: indicates a performance matrix item that has gone below threshold.

Yellow: indicates a performance matrix item that has reached a warning
state close to the threshold. Yellow may also indicate other concerns, as well
as a change of interface or a node reboot.

Red: indicates the node/interface is down.

Green: indicates a node/interface has gone back up.
Orion Summary Home
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7. Right below the Event Summary list is the Last 25 Events list. This list is the one used
most often as it provides changes and updates as soon as SolarWinds pulls the
data. This section will alert you to take the appropriate action to evaluate a

triggered alert.
Last 25 Events

6/2/2014 11:46 AM
6/2/2014 11:46 AW
6/3/2014 11:46 AM
6/3/2014 11:46 AM
6/2/2014 11:44 AM
6/2/2014 11:44 AM
6372014 11:44 AM
67372014 11:44 AN
6/3/2014 11:06 AM

6/3/2014 11:06 AM

6732014 11:05 AM A

632014 11:05 AM A&
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1 (Net 2) Up
© 7 3G - Ethernet4/18 - DEV- Tools - OVM 1 (Net 1)

Up

— 3 - Ethernet4/17 - DEV- Tools - OVM 1 (Net 0)
Up
| == " .org - Ethernet4/18 - DEV- Tools - OVM
1 (Net 3) Down

S .org - Ethernet4/17 - DEV- Tools - OVM
1 (Net 2) Down

T AR === _ Ethernet4/18 - DEV- Tools - OVM 1 (Net 1)
Down

A% ST T NN - Ethernet4/17 - DEV- Tools - OVM 1 (Net 0)
Down

NetPerlfon Event Log: Applcation WebLogic_AdminServer on
Node ~ ° is Down

NetPerlion Event Log: Application wis_ods1 on Node
"~ i Down

Appiication "WebLogic_AdminServer” onnode ™ ~—*"~~"" "is
down

Component "java” for application “WebLogic_AdminServer” on
node ™ "~ Yis down

8. In case you missed an alert, SolarWinds keeps an event log. Here you can view
events that have occurred during off hours. To view the log, go to the home tab

and click Events.

solarwinds %

HOME NETWORK APPLICATIONS
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9. The Event log allows you to choose a specific time period to view such as 2 hrs,
24 hrs, today, yesterday, and so on.

Events
Events From All Network Devices - Today

Network Object Type of Device
FILTER DEVICES .
All Network Objects + OR AllDevice Types
Event Type
All evenis -
FILTER EVENTS Time Penod
Today -~
Number of displayed events: 2000 | Show Cleared Events

Select Al Deselect AY Clear Selected Events

TIME OF EVENT MESSAGE
6/3/2014 12.07PM i) Application "OAG-Hostname™onnode | ... "isup
6/3/2014 12.07PM i’ Component "Process Monitor - SNMP" for application "OA
6/3/2014 12.07PM i) Application "OTD-obiee” on node " "is up
6/3/2014 12.07PM i’ Component "Process Monitor - SNMP" for application “OTI
6/3/2014 12.06 PM (i) Application "OAG-vshell” on node *_ "is up

A32014 1206 PM i) Camnnnent "Pracase Manitar - SNMP” far analicatinn "0A
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10. Clicking on the Applications tab displays the SolarWinds SAM (Server and
Application Monitor), which enables you to monitor applications that are
installed on the servers.

solarwinds =
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11.You can drill down to see which server the applications are installed on. The
same color-coded bubbles are used throughout SolarWinds.

All Applications MANAGE AFPLICATIONS EDIT| HELFP

GROUPED BY APPLICATION TEMPLATE, NODE NAME

B ED,

E E Artifactory Al applications up
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12. Directly below the Application Summary section is the Applications with Problems
section. This section displays the name of application and the server on which it
resides in. This section provides a quick look into what application(s) are currently
down and on which server.

Applicatinns with Problems
APPLICATION NAME
T alc-zerver! on |

Em&mcﬂche on. 7 °

D Memcachedon, =

ljlICZI.-':«IB—I 77 don T
EDIDLDAF‘DUH_ o

'jl OTD-Admin-Serveron) & 7 ™7
'jl Weblogic_AdminServer on |
E Weblogic_AdminServer on
'jl WeblLogic_AdminServeron |~

'jl WeblLogic_AdminServer on | -

T wiz_ods1 on

NOTE: SolarWinds is configured to send nofifications to <<email>> when a server or an
application is identified as down.

How to confirm if a server is down after receiving or seeing a triggered alert:
Ping and/or SSH into the server. If the server responds it is in the process of booting up.

NOTE: Excessive rebooting may be a sign or a problem. A Remedy ticket should be
opened for tracking.

Actions to take when you have identified an outage:
All reported down servers and application should be reported by opening a ficket in
Remedy. Instructions on how to open a ticket is located here.
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13. The detail of the email will be displayed on the right side of the screen. In the
alert, the blue lines of texts are hyperlinks that link to OEM and provide additional
details of the alert. Clicking on <<url>> will open a browser in OEM.
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14.The green arrow on the top left side means that the current agent status is up. If
the agent were down it would have a red downward pointing arrow. In such a
circumstance, you will troubleshoot it to get the agent back up. If you do not
know how to, or you are unable to restart a server/service, open a Remedy
ticket and assign it to the appropriate group for resolution.

& pdivdejmp02.ladrs.org:3872 @
& Agent ~

v Summary e
General
Upload Metric Data
: Up

%) 98.16

12.1.0.3.0
m Unux xB86-64
System  Unux (Orade Linux Server releasze 5.9)

em Agent Usermame  Unavalabie

Interaction with Management Service

NOTE: Sometimes OEM may have a delay in reporting accurate status. To check a
server's available in the NOC, ping and/or SSH in to confirm the server being tested
is up or down. To learn to open a Remedy ficket, click here.
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